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In 2019, aE Initio ConfiJuration SamplinJ 

toolkit, or aEICS for short, Zas developed as an 

ISSP SoftZare Advancement ProMect for 

directly comEininJ first�principles rela[ation 

and total enerJy calculations Zith replica 

e[chanJe 0onte Carlo �R;0C� samplinJ >1@� 

The motivation Zas that effective models such 

as cluster e[pansion, Zhich are used to speed 

up the usual 0etropolis 0onte Carlo samplinJ 

for analy]inJ order/disorder in alloy systems, 

are limited in descriEinJ comple[ many�

component systems Zith sufficient accuracy� 

2ur aim at that time Zas to enaEle direct 

samplinJ on first�principles enerJies Ey 

employinJ hiJhly parallel samplinJ methods 

such as R;0C in comEination Zith massively 

parallel supercomputinJ resources� A feZ years 

later, some of the authors found that an on�

lattice neural netZork model overcomes many 

issues found in previous effective models if 

sufficient traininJ data is provided in an active 

learninJ settinJ >2,3@� This led to the proposal 

of last year¶s SoftZare Advancement ProMect, 

Zhich Ze outline in this report�  

The aEICS frameZork developed in this 

proMect uses Python as a Jlue lanJuaJe to piece 

toJether the necessary components �)iJ� 1�� It 

is reJistered on PyPI �Python PackaJe Inde[� 

pypi�orJ� and can Ee installed easily in most 

environments throuJh the command ³pip 

install --user abics´� A typical use case 

is outlined as folloZs� 

1� Random confiJurations on a lattice are 

rela[ed and their total enerJies are 

calculated usinJ the first�principles code 

of choice� :e support 9ASP, 4uantum 

(spresso, and 2pen0;� 

2� A neural netZork model is trained on data 

from step 1 to predict rela[ed enerJies 

from confiJurations on the non�rela[ed 

lattice� :e currently use aenet code >4@ for 

the neural netZork traininJ�  

3� R;0C or population annealinJ 0C 

�PA0C� calculation is performed usinJ 

the neural netZork model from step 2� 

TZo samplinJ modes are availaEle� 
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canonical samplinJ Zith a fi[ed numEer 

of atoms or Jrand canonical samplinJ 

Zhich alloZs for chanJes in the 

composition� )or the neural netZork 

evaluation, Ze provide a file I2�Eased 

interface to aenet, and Ze also provide an 

interface to aenet�lammps >5@ python 

interface Zhich does not rely on file I2 

and is thus usually faster�  

4� A suEset of samples from step 3 are 

rela[ed and their total enerJies are 

calculated usinJ first�principles 

calculation� If the results deviate 

consideraEly from the neural netZork 

prediction, the data is added to the traininJ 

data set and the procedure is repeated 

from step 2� 

 

The overall procedure is controlled Ey an 

input file in T20/ format, Zhich is an easy�to�

read softZare confiJuration format that is EeinJ 

used in many proMects >6@� The parameters for 

the first�principles calculations and neural 

netZork traininJ/evaluation are controlled Ey 

separate files folloZinJ formats of the specified 

solver�  

:e Eelieve that aEICS Zill Ee a Jame�

chanJer in modelinJ order/disorder in many�

component crystalline systems as Ze have 

already demonstrated for partially hydrated Sc�

doped %a=r23 >3@� Please do not refrain from 

contactinJ us if you find any difficulties in 

usinJ or e[tendinJ this softZare� 
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)iJ� 1� 2vervieZ of the active learninJ procedure usinJ aEICS� 
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